A Deep Learning-based 6DoF Video Synthesizing Method Using Instant-NGPs
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Abstract—This paper introduces a new method for synthesizing six degree of freedom (6DoF) videos using neural radiance fields, which allows training from plain 2D images to render 3D scene at arbitrary viewpoints. Neural network model representing a previous timepoint is fine-tuned to train models for subsequent timepoints. Additionally, instant neural graphics primitives (Instant-NGP) is applied for speed improvement. The proposed method achieved both improved objective quality for same number of training iterations and enhanced consistency between frames. Furthermore, it shows superiority over other methods for generating 6DoF videos, in terms of quality and time efficiency.

Index Terms—Deep learning, Virtual reality, NeRF, Instant-NGP, MIV, 6DoF, Immersive video

I. INTRODUCTION

Neural radiance field (NeRF) [1] represents three-dimensional scene by parameters of a neural network. Once the NeRF model is trained, it can render images from arbitrary viewpoints. This capability makes it suitable for generating realistic views for head-mounted display (HMD) devices.

In videos, significant correlations exist between successive frames. Therefore, training separate NeRF models for consecutive frame reveals remarkable similarities in training sets. This suggests the potential benefits of cross-model parameter sharing, which can preserve model performance while reducing training iteration. Theoretically, initializing the weights of neural network from those learned for a similar scene can lead to faster convergence to an optimization point than initializing it randomly. Moreover, the method could mitigate spatial consistency issues arising when training each frame independently.

This paper explores the effects of parameter sharing across multiple NeRF models and presents a deep learning-based pipeline for synthesizing six degree of freedom (6DoF) videos from videos captured by multiple cameras. The conceptual diagram is illustrated in Fig. 1. The proposed method also incorporates Instant-NGP [2], which enhances time efficiency via layer reduction and parametric encoding. Additionally, the comparison between the proposed method and the state-of-art 6DoF immersive video compression standard is introduced.
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II. RELATED WORK

A. MPEG Video Coding Standard for 6DoF Immersive Video

6DoF videos provide high interactivity by allowing users to move physically within the scene as well as rotate their heads when using an HMD. [3] suggests a technique for capturing, generating, and rendering 6DoF videos using a single device. A prevalent strategy for 6DoF video creation is the video encoding-based compression scheme introduced by the moving picture experts group (MPEG) immersive video (MIV) coding standard [4]. This standard employs a distinct approach to eliminate redundant pixels and stitch patches in both texture and geometry videos acquired from multiple cameras. [5], [6] focus on enhancing and applying MIV for more efficient compression and transmission of 6DoF videos. One limitation of MIV is its necessity for both the texture (color) video and the corresponding depth map video of each view. This requirement poses a challenge for non-expert users due to the need for additional layers that might not be readily available or simple to produce.

B. NeRF and Instant Neural Graphic Primitives

The key advantage of NeRF [1] is its ability to learn from a set of 2D texture images, obviating the need for depth maps mentioned in II-A. However, the required training time is a downside of NeRF that potentially limits its practical application. Instant-NGP [2] provides a solution that yields performance comparable to NeRF with significantly reduced training time by utilizing multiresolution hash encoding and minimizing the number of MLP layers. This parametric encoding maps input coordinates to a table of trainable features at each resolution. As the parameters of hash-encoded features avoids fully connected relations, an increase in total parameters does not proportionally inflate the training time.

Fig. 1: The concept of encoding multiview videos by neural networks
C. Dynamic Scene Representation with Neural Networks

The aforementioned models have a limitation that they can only represent static scenes. Recent research [7]–[14] has developed neural network models that encode the movement of the scenes. Specifically, Neural Volumes [7] employs voxel grid and encoder-decoder network to represent dynamic 3D scene. D-NeRF [10] introduces a two-stage network. Initially, it translates time-specific coordinates into a difference from canonical space, and subsequently predicts color and density from this canonical space to represent object motion. Its limitation arises from mapping all movements to this specific space, which complicates the representation of objects that appear or disappear over time. On the other hand, DyNeRF [11] presents time-conditioned neural radiance fields that utilizes a time-variant code in addition to location and viewing direction to encode dynamic scenes from multi-view videos. However, despite its performance, DyNeRF’s requirement of 1.3k GPU hours for a mere 10-second clip poses a substantial challenge in terms of training duration.

Improved NeRF models for dynamic scenes encapsulate information from various timeframes into a single model, enhancing model size efficiency. However, their complex neural network structures inevitably lengthen training times, and their comprehensive temporal representation may be redundant for individual frame processing. To address these problems, this paper utilizes Instant-NGP [2], a NeRF model designed for static scenes and tailored for quicker training and efficient per-frame inference. Notably, Mixvoxels [13] and K-planes [14] introduces more explicit method for dynamic scene representation. Mixvoxels represent scenes using separate static and dynamic voxels. K-Planes transforms high-dimensional scenes —those altering in appearance or motion over time— into multiple 2D planes. By leveraging only a linear computation for specific queries, K-planes achieves faster operations compared to typical dynamic NeRF methods. This paper also presents experiments that compare the proposed Instant-NGP-based method with K-planes.

D. Parameter Sharing and Transfer Learning

In deep learning, parameters are often shared within different sections of a model or among multiple models [15]. Transfer learning denotes utilizing features learned from one task to improve learning in another, which is beneficial when dealing with scarce but related data across models [16]. Fine-tuning is the method for transfer learning that adjusts the parameters from pre-trained model, tuning it for the new task. Recognizing the inherent similarity between consecutive frames, this paper introduces an approach to apply fine-tuning across neural radiance fields models representing sequential scene.

III. PROPOSED METHOD

A. Fine-tuning the Instant-NGP Models through Time

This paper propose the method of applying parameter sharing on Instant-NGP [2] by fine-tuning the models at each frame. Specifically, the proposed approach involves utilizing the parameters learned from the previous frame to continue the training of the model for the subsequent frame, as shown in Fig. 3. Using weights from a similar scene to initialize a neural network can lead to faster training to optimal weights than random initialization. Afterward, 6DoF video reflecting the rotation and movement of user is generated by concatenating frame-wise images rendered from a customized pose trace. Training a neural radiance model with parameter sharing offers two primary benefits:

- Enhanced image rendering quality at same training iterations for each frame.
- Improved frame-to-frame consistency in the resulting video.

B. System Architecture

This section presents the proposed deep learning-based pipeline that transforms multi-view videos into 6DoF immersive video based on custom pose, as shown in Fig. 2. Initially, camera parameters are extracted from the multi-view video using structure from motion (SfM) algorithms [17], [18]. Camera parameters are mapped to NeRF coordinate using camorph [19], and videos are converted to images with
Sequential Instant-NGP training is performed by fine-tuning each frame based on the previous one. Training progresses frame-by-frame, while rendering can be done in parallel. Two rendering options are available: 6DoF pose trace rendering and fixed viewpoint rendering, with the latter being used in upcoming experiments to compare image quality against ground truth from identical viewpoints.

Training step excludes videos from the rendering viewpoint for a fair comparison.

C. Environment and Datasets

This section details the experimental setup. The MIV standard test sequences [24] are chosen as the dataset to facilitate comparison with MIV benchmarks. Three test sequences are selected: Cadillac, Fan, and CBABasketball. Cadillac sequence [21], shown in Fig.4(a), is taken by a $5 \times 3$ camera grid. Each frame has a resolution of $1920 \times 1080$ pixels. The challenge of Cadillac is maintaining the reflections on the car and glass. Fan sequence [22], shown in Fig.4(b), has its primary challenge being the accurate capture of the fan’s thin wires. The CBABasketball sequence [23], displayed in Fig.4(c), contains 300 frames of a live basketball game, captured by 30 fisheye cameras, each frame being $2048 \times 1088$ pixels. View 6 (v6) and v8 are used as test set for Cadillac and Fan, while v14 and v25 are used as test set for CBABasketball.

For the experiments, NVIDIA RTX3080 GPU was used for training, achieving computation speed of 95.7 iterations per second with Instant-NGP. The rendering process was parallelized across four identical GPUs.

IV. EXPERIMENTAL RESULTS

A. Effectiveness of Parameter Sharing on Instant-NGP

The experiment of this section evaluates the quality of rendered videos under two conditions: independently training each frame and applying of parameter sharing with fine-tuning. After the process of conducting 1500 iterations for each frame in the Cadillac, Fan, and Basketball sequences, the averaged RGB peak signal-to-noise ratio (PSNR) of all frames is used for quality assessment. Table I indicates that the adapting fine-tuning increased the average PSNR across the three sequences from 24.07dB to 26.96dB at same training iterations. Fig. 5 offers a side-by-side subjective quality assessment: without parameter sharing (a) and with parameter sharing (b). When every frames were trained independently, the presence of artifacts and flickering led to inconsistent scene reconstructions, highlighted by the yellow dashed line. In conclusion, applying fine-tuning on Instant-NGP enhanced the quality of the rendered images and improved the subjective consistency when combining these images into a video.

B. Hyperparameters

In Instant-NGP [2], the hyperparameter table size denotes the number of indices that can be allocated in the hash table for each level during multiresolution hash encoding. Increasing the table size lead to an increase in model size but improves performance by reducing collisions. The goal of this experiment is to determine the optimal table size for representing a dynamic scene using multiple Instant-NGP
models. Fig. 6(a) displays the relationship between average PSNR and model size when adjusting the table size, with a consistent iteration count of 2,000 for the Cadillac and Fan sequences. As the table size increases from $2^{10}$ to $2^{16}$, the PSNR improves without a significant increase in model size. Beyond $2^{18}$, however, the growth in model size becomes significant without a corresponding improvement in quality. A table size of $2^{16}$ or $2^{18}$ are considered for optimal balance between model capacity and performance.

The proposed method employed the Adam optimizer [25] with $\beta_1 = 0.9$, $\beta_2 = 0.99$, and $\epsilon = 10^{-15}$, consistent with the original Instant-NGP. Although the original Instant-NGP initiates learning rate decay after 20,000 iterations at intervals of 10,000, these values are adjusted in this study due to the characteristics of the fine-tuning task, i.e., conducting a very limited number of fine-tuning iterations from previously trained scenes. The starting point of decay is set to 0, and intervals of 100, 300, and 500 were explored. Results presented in Fig. 6(b) suggest that reducing the learning rate decay interval leads to more effective outcomes, attributable to the subtle gradient change caused by rapid decrease in learning rate.

C. Changes of Model Quality Across Successive Training

The experiment aims to determine the optimal number of training iterations when sequentially training multiple Instant-NGP models with shared parameters. Using the Fan sequence as a dataset, different iteration counts were tested for the initial frame (2500, 5000, 10000, 25000) and the subsequent frames (1500, 2500). The reason for the distinct number of iterations for the first frame was to prevent a significant decrease in rendering quality of the early frames, as depicted by the blue graphs in Fig. 7. The data from Fig. 7 indicates that while quality generally improved with cumulative training, it began to fluctuate after the 11th frame. This fluctuation can be attributed to quality degradation when the differences between successive frames, such as object movement, become more pronounced. Increasing the number of fine-tuning iterations from 1500 to 2500 typically led to higher quality. This effect seemed to diminish as the total amount of accumulated training iterations increased.

D. Performance Analysis

This section evaluates the proposed method by comparing it with existing techniques for encoding 6DoF videos. The test model for immersive video (TMIV) [26] was utilized in its main anchor mode, concurrently with the K-Planes [14], a model capable of representing dynamic scene. For the proposed method, the table size is set to 18, with the learning rate decay interval of 100. However, achieving an entirely fair comparison presents challenges due to differing conditions between methods such as the use of either deep learning or video encoding or the usage of GPUs. Table II presents the experimental results. The proposed method significantly reduced the time needed for both training a model and rendering a video compared to alternative methods. For scene captured in confined spaces like Cadillac and Fan, the proposed method showed higher PSNR comparable to other models, but for larger scene datasets, it fell short of the PSNR achieved by TMIV. Regarding bitrate, the proposed method showed higher values compared to K-Planes, which represents dynamic scenes with a single model. However, this can potentially be improved in further studies by applying techniques such as [27] and [28].

V. CONCLUSION

This paper investigates the effect of parameter sharing among neural radiance fields models when training sequential frames. Fine-tuning Instant-NGP models has improved video rendering quality, showing an advantage over randomly initializing parameters at each frame. By employing this technique, a new pipeline was developed to produce 6DoF immersive videos, achieving temporal advantage compared to existing methods. Additionally, the proposed method enhanced the quality of rendered images in specific datasets. Future studies may explore model compression techniques for the presented method or adapt it for real-time rendering applications.
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